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1. Introduction

Let U denote a population of N distinguishable units Wf
associated with real numbers termed as value Xi 0'=1, 2, ...N). The
object is to estimate the population total

N •

2 Xi ... (1)
/=!

by drawing a random sample of size n from the population. The
procedure of drawing a sample is varying probability without replace

ment. There are samples if. the order of the units in the

sample is not considered, if the order is taken into account thenthere

are [ |£_samples. The sampling design is then given by
^" D=:{S, P) ... (1.2)

where S is the set of all possible samples and P stands for the corres
ponding set of the probabilities of the samples belonging to S.

For the sampling design (1.2) Horvitz and Thompson^ intro
duced three classes of linear estimators for the population parameters
and pointed out that these classes are not exhaustive classes of
possible linear estimators. Koop^ and Prabhu Ajgaonkar and
Tikkiwal^ independently showed that in all there are seven classes of
linear estimators. Godambe^ and Prabhu Ajgaonkar® proved that in
the general class* the Minimum Variance Linear Unbiased Estimator*
(MVLUE) does not exist. For any class of linear estimators, when
the MVLUE does not exist the less restrictive and the serviceable
criterion of necessary best estima[tor was suggested by Prabhu
Ajgaonkar'. He® defines a necessary best estimator as follows :

*The general class is synonymous of T7-class of linearestitnalors.
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Let t' be a class of linear unbiased estimators when the sample,
design D in (2) is employed. It is easily noted that the variance of
t' can be. expressed in the following quadratic form:

AT - N

Var (t')= 2 Au Yi'+ g Yt Y, _... (a)
i=l i^j=l

where the quantity 0", 7= 1, 2,...iV) involve the known functions
of probablities and coefficients of the class.

Further let be an unbiased estimator belonging to the class t'
and that the variance of be given by

N " N

Vara'i)= E
'•=1

consider the quantity

(2=Var (0-Var a'l)

N N

= 2 (Au-bu) Y^+ • (A.j-bid Yi Y,
/=1 i^j=i

obtained from equations (a) and (b).

De&nition :—The estimator t\ is a necessary best estimator of
order r for the class t' if all the leading principal minors of Q up to
the order r, are positive.

Hege^ proved that the Horvitz-Thompson's® estimator is neces
sary best estimator of order one in all.the classes of linear unbiased
estimators.

-2. Non-Existence of Necessary Best Estimator of Order Two
IN the Ts-Class of Linear Unbiased Estimators

In this class the weight is associated to the sample. Thus in
general Ta-class estimator for the population total is defined as

n

r3=T,e 2 = - - (2-1)
>•=1

when Xr represents the outcome at the rth draw and is the weight
associated to the se"' sample. Prabhu Ajgaonkar® while considering
the non-existence of'MVLUE in this class when sampling is carried
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out WOR obtains' the following conditions of unbiasedness of
A

T3 for population

« /

5 ^ J'n •Pi^ht ••• jh-lt Jt h+f-tin 1
r=l

se={ii, ii, jV'f+i> •••'«) (2*2)

where 2] stands for summation overall possible samples (ij, h,
jr+i, in) in which ;th unit occurs at the rth draw. Such possi

ble samples are (n-l)l ^ in number. Further Prabhu
A

Ajgaonkar®, minimising the variance of Ts subject to the condition
(2.2) obtains the optimum weights as

\ + •••
w/i h, ... iV_i, Zr, •••'«=' (^xt+Xi+...-{-Xir . •••(•)

^12 n

where A's are the Lagrangian undetermined multipliers.

Now if we consider the population vector Z=[Ari=0 and x,=0
for 2,...N] and assume that ith uflit occurs at the rth draw,
then (2.3) gives

—jr-l lV»Jr+l) •••jn— ^ yi
... (2.4)

Multiplying (2.4) by - 'V.A+i, -J» and then summing over
those s/s which contain (./i, j2, Jr-i, h, Jr+i, —>) units then vve get,

(x( y
iyi+yz+ —+yr-l+ '^h+yr+V+yn)= ••• (2.5)

Again (2.5) and (2.4) give

wjitJi, '«•» •••

Thus (2.6) suggests that the necessary best estimator of order one
exists in Tg-class of linear unbiased estimators.

Again let us consider the population vector Z=(Xi#0, Xj^O
and x'i=0;j'^i,j=l,2,...N). Let us now consider the four sets
of w's as

Wi^rjWh'i -jn= (Xi +...4-X/ f -(2.7)
12 »
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•••j n-

Q^i +'hi +A/ +...-I-A,- ')
12 3 ^

(x, i-Xi ' + ...+:Xj
12 3 n

+^3 '+•••'

18 3 n

1 2 n
{Xj +Xj '+... + X;, T'
12 n

(2.8)

(2.9)

Wj^,J 2,- .Jn- (2 10)

Prabhu Ajgoankar® has proved that the w's do not depend on the
order of the units, so that equations (2.8)-and (2.9) are identical.
With the help of the equations (2.7), (2.8), (2.9) and (2.10) we can
easily construct a quadratic, form X'BX=0, where B is the coeflScient
matrix involving w's as its elements. Thus X'BX=0 ifif B=0 (a null
matrix), which suggests that w's are all zero; which gives a contradic
tion to the conditions in equation (2.2). Thus the ISecessary Best
Estimator of order two in Ts-class of linear unbiased estimators does
not exist.

3. Non Existence of Necessary Best Estimator of Order Two in

Ti-CLASS OF Linear Unbiased Estimators

The general estimator in r4-class can be defined as

r4= J {X,) ... (3.1)

r=l

where when Xr=x^ for r=~l, 2, ...n ; is the weight associat
ed with the X'* unit of the population when it appears at the draw.
Prabhu Ajgaonkat® has shown that the conditions of unbiasedness

A

for T for the population total are given by

Also

^PrxPAr^l for A=l, 2, ...iV
r=l

N N N

y.m= s 2
X=1 r=l X=1 X'(7^:)i)= l

n . n

r=l s (#/•)=!

(3.2)

(3.3)
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Minimising the R.H.S. of (3.3) w.r.t. (3.2), we get
ti N

J (9^0=1 X'(#X)=1_
... (3.4)

for all r and X, where is the Lagrangian undetermined multiplier.
With the help of equation (3.4) Prabhu Ajgaonkar® proves that under
certain probability systems the minimum variance linear unbiased
estimator independent of population values exists in this class but
not otherwise and then he considers the criterion of necessary best
estimator in this class and proved the existence of necessary best
estimator of order one. But Tikkiwal^^ proved in general that the
MVLUE independent of population values does not exist for any
probability system. So the present authors have investigated the
npn-existence of necessary best estimator of order two in this class.
To maintain the continuity, we also derive the necessairy best
estimator of order on'e.

Cpnsider the population vector X=(xy^^O, x\=0 for
A'^A=1, 2, ...A^). Then equation (3.4) gives

(3 x^p =u p ... (3.5)
rx X Xr X Xr '•

Summing equation (3.5) over r, we get

wx=

From (3.6) and (3.5) we get

P.rX

X.

Sp.
Xr

... (3.6)

1
for all r and X. ... (3.7)

Equation (3.7) suggests that the necessary best estimator of order one
in TfCl^ss exists.

Now if we consider the population vector X=(xy^T^O, XxVO,
X; '̂'=0 for X" (:/:A, X')=l, 2, ... iV). ThcH from equation (3.4) we
get

n

V S -(3.8)

If the necessary best estimator of order two exists then equations
(3.5) and (3.8) must be simultaneously true. Then subtracting (3.6)
from (3.8) we get

^x^x S p(V V)
Li {^r)^\

.0 (3.9)
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Since x-)^ and x^' are not zero and also p (^r, then (3.9) implies
for all r and X', which contradicts the conditions of unbiased-

ness in equation (3.2). Hence the necessary best estimator of order
two does not exist in T^-class of linear unbiased estimators.

4.- The Non-Existence of Necessary Best Estimator of Order

Two in Tg-CLASS

The general estimator for the population total in Ts-class can
be defined as

n .

^ S (4-1)
7=1

where y'f' is the weight associated to use jf"' sample whenever it in

cludes the z"* unit. Thus we note that there are altogether

S'=N ( ) weights. The conditions of unbiasedness
can be easily obtained as

2 /'(^i)Y'=lforall/ ...(4.2)

n

Var (!•,)= 2 Ph ( £ ^ - (4.3)
i esi

Minimising the R.H.S. of (4.3) subject to the condition (4.2) the
optimum values of y/'s can be obtained by the equation

'i

XiP isi) ^2 p(jj)=0 for all iand
or

Ij =0 p {si)^0 .... (4.4)
i e Si

where y^'s are the Lagrangian undetermined multipliers.

Now if we consider a population vector

X={Xi^O, Xi'^O for 2, ...N) then (4.4) gives

y.'̂ '=A< for all I and ...(4.5)
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Multiplying (4.5) byp {s^ and then summing over those Jt's which
contain unit, we get

V 2 V 2

^ ... (4.6)

Ip.
JO'

Equations (4.5) and (4.6) gives

T
I 1

i

for all I and Si ... (4.7)

Equation (4.7) suggests that the necessary best estimator of order one
exists in this class.

Again if we consider then population vector

Z=(Xi^O, :c^=0, ;=3, 4, ...N) ' ... (4.8)

The possible samples from the population vector (4.8) will have the
representation of the form

5i=[Xi,0,0...0] ...(4.9)

52=[0,x„0..:0] ...(4.10)

53=1^1. ^2, 0...0] ..-(4.11)

5s=[0,0 0] - (4.12)

for/7^1,2,3,

Equations (4.9), (4.10), (4.11) and (4.12) alongwith the equation (4.4)
give ^ , V

\ ...(4.13)
/ ...(4.14)

\ ...(4.15)
^1 ^2 Yj® ...(4.16)

The conditions of unbiasedness under (4.9), (4.10), (4.11) and (4.1-2)
reduce to '

^(^1, tJ+^,'3,

^(^2, yJ+ '̂,'3, t/ =1
The equations (4.13) to (4.18) can be solved as they involve only
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6 variables. The solution is given below ;

(Xi+Xg) Xi
^1=

(X3 + Xi)X2_

(Xi+Xa)
Xi

(Xi+ Xj)
Xa

(^(-.,+^(-3,)-^,-I)
Y^=

1

XzP
IT3)

...(419)

From the set of equations in (4.19), we find that the weights
depend upon the population values. Hence the necessary best
estimator of order two independent of population values does not
exist in Ts-class of linear unbiased estimator.

5. Non-Existence of Necessary Best Estimator of Order Two
IN Tb-class of Linear Estimators

The general estimator for the population total can be defined
as

ra= I p; ... (5.1)

r=l

where p"' is the weight to be attached to the r*" draw of sample

r=l,2,...n, • Thus the total number of weights

in this class are ^^^
The conditions of unbiasedness in this case come out to be

E I
r=l

... (5.2)
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The second summation includes those samples in which i"* unitoccurs
at the r"* draw.

Also we have

/=! r=l

N n

2 I •.••(5.3)
i^j r^s Si-ZiirJs

where p ^ is the probability of the sample which includes the i"*
ii )

A

ûnit at draw andf' unit at the draw. The variance of (T^) is
given by

V{T,)=E (h'-T/ ... (5.4)
Minimising the R.H.S. of (5.4) subject to the condition (5.2), the
optimum values of the weights can be obtained by the equation

S E K'
i=l • i^j=l 5 (#0=1

N

/=!

for all Si and r, where T^/s are the Lagrangian undetermined multi
pliers.

Now let us consider the population vector

Z=[xi#0, x/=0 for 7(#l)=2,3,...iV].
Then equation (5.5) gives

1 •••(")
/=!

Summing (516) over those si's in which the unit occurs at the r®
draw and then over r we get,

N 2 • 2

H!
E E %

r=l> ijQ'V

(5.7)
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Equations (5.7) and (5.6) give

— for all r and si ... (5.8)

Thus the equation (5.8) suggests that the necessary best estimator of
order one exists in this class.

Let us now consider the population vector Z==(Xi:?^:0, Xa/O,
forjVl, 2, 3, 4,...N). Then possible samples of size n, from

this vector will also have the same type of representation as we have
in section 4. Of course the difference will be of order. Since the
equation (5.5) is true for all samples and r; the representations of the
type (4.9), (4.10) and (4.11) will give us

...(5.10)

and

s {^r)=l
...(5.11)

If the second order necessary best estimator exists, it must exist for
all types of populations, so that the equations (5.9), (5.10) and (5.11)
must be simultaneously true.

From (5.9) and (5.10) we get

S Xj
2 2N =" say

- '

Substituting the value of p'® from (5.12) in (5.1) we get,

or

( S Pfi, - ^\ P
s{^r] = \

...(5.12)

CD
=0

£
s(^r)=l

=0 ...(5.13)

In L.H.S. of (5.13) each term within the brackets is non-zero implies
m=P'''!=0 for all r and Si, which is a contradiction to the conditions
of unbiasedness in (5.2). Thus the necessary best estimator of order
two does not exist in T^-class of 11 near-unbiased estimators,
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6. Some Results on Necessary Best Estimators

Theorem 1. If anecessary best estimator of order r, exists, then
the necessary best estimators of any order less than r always exist.

Theorem 2. Ifa necessary best estimator of order r does not
exist, then the necessary best estimator of any order higher than r ,
does not exist.

The proofs of these theorems are based on the elementary ideas
ofquadratic forms and hence omitted.

Remark 1. Ajgaonkar® has proved that the neces^sary. best
estimators of order two exists in the most general class and is same

as L.. If it is so then equation (12) p. 460 of his paper should be
n ^

satisfied for all vectors of Y. Let us take the following two vectors
Y=[Y,^0, Yi=Q, 7=2, 3,...iV].

7=[ri#0, 7j=0, ;=3, 4,...N]
It can be easily seen that for the above vectors his equations

(14) and (15) can not be obtained and which proves the fallacy in his
result. Thus our result is consistent with that of Rao's^" remark

Trabhu Ajgaonkar's (1969) result that 7^j,is also the necessary best
estimator of second order is incorrect'.

Finally we summarise that the necessary best estimators of order
two do not exist in T„ T„ T„ T, and T, classes of linear unbiased
estimators. Whereas the equations (2.6), (3.7), (4.7) and (5.8) suggest
that the necessary best estimators of order one exist mthese classes
of Uoear unbiased estimators. It may be noted that these results, are
consistent with that of Hege's® results.

Summary

The criterion of necessa.ry best estimators in hnear classes of
unbiased estimators was introduced by Prabhu Ajgaonkar. Later he
defined the necessary best estimator of various orders and pom ed
out that the minimum variance linear unbiased estimator (MVLUb)
is anecessary best estimator of order N, the size of the finite popula
tion In the same paper he showed that the necessary best estimator
of order two exists in the most general class of unbiased hnear
estimators. Rao remarked that Prabhu Ajgaonkar's result that Ynt
is also the necessary best estimator of second order is incorrect.

" Hege proved the Horvitz-Thompson estimator of order one in &\\ the
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P'll'ta Ajgaonkar has«'= M'stence of MVLUE in T.-class under certain
specilied probability systems and not otherwise. But Tikkiwal fl972)
m general proved the non-existeace of MVLUE independent of
population values m T^-class.

In the present paper, we examined the non-exislence of second
order necessary best estimators, independent of population values in

4, ig and Te classes of unbiased linear estimators. Further it has
been shown that mall these classes the necessary best estimator of

(1952J°°^ Horvitz and Thompson
Acknowledgement

The authors are extremely thankful to Prof. B.D. Tikkiwal
Head of the Department of Statistics, University of Rajasthan, Jaipur,'
for his valuable suggestions throughout the course of investigation

1. Godambe, V.P. (1955)

2. Hege, V.S. (1967)

3. Horvitz, D.G. and
Thompson, D.J. (1952)

4. Koop, J.C. (1961)

5. Prabhu Ajgoankar, S.G.
andTikkiwal, B.D. (1961):

6. Prabhu Ajgaonkar,
S.G. (1962)

7. Prabhu Ajgaonkar,
S.G. (1965)

8. Prabhu Ajgaonkar. S.G.
(1969)

9. Prabhu Ajgaonkar,
S.G. (1970)

10. Rao, J.N.K. (1971)

11. Tikkiwal, B.D. (1972)

References

p\ Theory of Sampling From Finite
pp 269 78°^ • Jour. Royal Stat. Soc., B. Vol. 17.
'An Optimum Property ofthe Horvilz-Thompson

S lo'n-io/r'"' Vol. 62,
Ageneralization of sampling without replace

ment from a finite population', Jour. Amer.
Stat. Assoc., Vol. 47, pp. 663-685.

'Contributions to the general theory ofsampling
tinitepopulations without replacement and with
unequalprobabilities', Mimeo. Series No 296
Institute of Statistics, North Carolina, USA
(Based on Ph. D. Thesis 1957).

^-Class Estimators' Annalsof Math, Stat., Vol. 32, p. 923 (Abstract).
•Some Aspects of the Class of linear estimators
nu reference to successive sampling'Ph.D. Thesis, Karnatak University, Dharwar
Clndia).

'On a class of linear estimators in sampling with
varying probabilities withoutreplacement', Jour
Amer. Stat. Assoc., Vol. 60, pp. 637-42.
A best estimate for the entire class of linear

estimators', Sankhya A, Vol. 31, pp. 455-462.
A contribution to the theory of unique estima
tors for Horvitz and Thompson's classes of
linear estimators', Metrika.

'Some thoughts on foundations of survey samp-
Agr.- Stat., Vol. 23,

pp. 69-82. '

'Some aspects of T-classes of linear estimators'
A paper under publication.
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Let (^1, Y,), Fa) i'n) be a random sample of size
n(n>3) from a bivariate population having the distribution function
Fix, j) where Fix, j)=0 if either x:<0 or >'<0 and Fix, >>) is
continuous from the right in each argument. Without any loss of
generality, we assume that

min {Xi, z=l, 2, n}=-Xi

min 1=2, 3, 5^2

Then, min {Yj, i=l, 2, ...,n}=min(Yi, Yz)

and min {Xi, Yi, i=l, 2, ...,M}=min (Zi, Fj, Y^

We define Fix, y)=P {X>x, Y>y} and the vector random variables
U, V, Why

U=iX,-Z, Fa-Z, y,-Z, Y,-Z, X„-Z, Y„-Z)
V-'-iXs-Xi, Xi-X„ X„-Xi)
W^iYs-R, Y,-R, ..., Y„-R)

where 2?=min (Fj, Fg)

and Z=min (Xi, Fj, Fg)

In this note we prove the following

Theorm ; A necessary and sufficient set of conditions for

rix,y)=e f=l, 2,
3, is that

(0 Uand Z are stochastically independent;
(ir) Vand Xi are stochastically independent; and

(»•/) JV and Rare stochastically independent.
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Proof: IfFix, n,ax 2, 3,

then . Fi (x)=F. (x,Qi)=e ~

and Fz (j)=F (0, y)=e -(^2+^3);^.

It is well known [see Govindarajulu (1966)] that conditions {ii)
and {Hi) are both necessary and sufficient for the above requirement
of exponential marginal distributions.

The joint conditional probability element of (Z3, Yg),
(A'4, ...jiXj,, Yji), given2=z, is

-.n /=3,4,...,«, , (1)
./= 3\ • ; . . . ^ ' '

and zero elsewhere. Hence, the conditional probability eremerit of U,
given Z=z, is

1=3 t {z, z)

and zero elsewhere. Now, if F [x, y)==e~^^^~^^ (x, y),

then i=3, 4, nlZ'=z}

i •' ,==^^4FiHii+z,:u2i'\:z)+F(z,^)—F (z, U2i+z)^F(uu-i-z, z)}
ev.. ..

does not depend on z.

We now assume that (1) does not depend on z. This implies
that ! . .

dF(Ui3+z, U23+Z) , .

/(z, z)

is free of z. Hence,

. dF(ll^s+z,»a34 z) _ -F(ji + z, ja+z)
. • " F (z'i z) F {z, z)

"13 = ^1 "23=^2 .
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does not depend on.Allowing zto tend to 0^, we now get

F {s-i, +z, ya + z)=T{z, z) T(s^,

far all Ji>0, 5'2>0, z>0. ByLemma 2.2of MarshallaridOlkin(1967),
the solution of the functional equation in (2) is given by

-AiX-X23;-X3 max {x, y)

for some Ai>0, i=l, 2, 3. This completes the proof of the theorem.

Corollary : A necessary and suflacient set of conditions for

y)=e for someA,>0,/=l, 2, 3,
is that

(n n \
2(Ji-Z), S(K—Z)) andZ are stochastically indepen-
/=3 /=3 /

dent;

n

(ii) S(Z<—Zi) and Xi are stochastically independent; and

n

(iti) S (Yi—R) and R are stochastically independent.
1= 3

It may be mentioned that the trivariate exponential distribution
[see Marshall and Olkin (1967)] may be characterized in a similar
way.

Summary

In this note we characterize the bivariate exponential distribu
tion using the properties of a random sample of size n (n^3).
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